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1. Overview

In this supplementary material, we aim to provide exten-
sive results, implementation details and further analysis that
are not present on our main paper. We accompany this doc-
ument with a video, with high resolution images to illustrate
the capabilities of our material estimation method.

We divide this supplementary material in different sec-
tions, as follows:

* On Section 2, we provide exhaustive implementation
details for our model design and training configuration,
as well as our metrics.

* On Section 2.4, we provide details on the configura-
tions we used to capture the materials.

* On Section 2.5, we provide details on how we per-
formed comparisons with previous work.

e On Figs. 1 and 2, we illustrate our training dataset.

* On Figs. 3 and 4, we provide exhaustive diagrams of
our generator and discriminator architectures.

* On Figs. 5 to 11, we provide additional results of our
ablation study of our model architecture.

* On Figs. 12 and 13, we provide additional results of
our uncertainty metric.

* On Fig. 14, we provide additional results of our active
learning experiment.

* On Figs. 16 to 18, we show results of our model ro-
bustness when we apply different degradations to the
input images. To ease comparisons, we use the same
subset of materials in our test set. Our model is robust
to many types of input degradations.

e OnFig. 19, we show results of our model on datasets of
previous work, including smartphone images, material
graphs and captured BTFs.

* On Tabs. 1 to 11, we provide additional comparisons
with previous work for a set of materials on our test
set.



2. Implementation Details
2.1. Model Design

Our model is trained using a GAN framework. In this
section, we detail our design choices for the generator and
discriminator architecture.

Generator For the generator, we use a U-Net [ 18] model,
with a few modifications design to maximize its efficiency,
robustness, and generalization capabilities. We specify the
full model architecture and layer sizes on Figure 3. We use
residual connections [2, 3, 7] in every convolutional block
of the model, for better training convergence and preserv-
ing details present in the input images. We use 1 x 1 con-
volutions on the skip connections. Further, to maximally
preserve the appearance and characteristics of every tar-
get map, we use a single decoder for each. This has been
proposed in different applications, including intrinsic im-
ages, material capture and texture synthesis [2, 6, 17, 28].
To improve the results and enable our uncertainty met-
ric, we append a pixel-wise MLP to each decoder in the
model, with Dropout [21] regularization. Using MLPs af-
ter the decoders has been previously explored for material
capture [1]. We use Group Normalization [26] (with 16
groups per layer) and SiLU [4] non-linearities throughout
the model. Each convolutional block in the encoder is en-
hanced with a lightweight Linear Attention module [22],
with 4 attention heads, each with a dimension of 32 hidden
units. On the bottleneck, we use a lightweight MobileViT
Transformer block [1 1], with 128 hidden dimensions for the
self-attention and MLPs, 4 layers and a kernel size of 3. We
use a Dropout rate of 0.2. We use transposed convolutions
for upsampling. Every other implementation detail in the
model (strides, bias, poolings) follow [18].

Discriminator For the discriminator [19], we also use a
U-Net [ 18] model, with a few modifications to improve its
performance as a discriminator. We specify the full model
architecture and layer sizes on Figure 4. As in the generator,
we use residual connections [2, 3, 7] in every convolutional
block of the model, for better training convergence and pre-
serving details present in the input images. We use Spectral
Normalization [13] and SiLU [4] non-linearities throughout
the model. On the bottleneck, we use a lightweight CBAM
attention block [24]. The single-scalar estimation of the dis-
criminator D,,,. is provided by a MLP with a similar archi-
tecture to the CBAM module. We use transposed convolu-
tions for upsampling. Every other implementation detail in
the model (strides, bias, pooling) follow [18].

2.2. Model Training

Optimization We train the models using PyTorch [14]
and TorchVision [10]. We leverage Kornia for data aug-

mentation [ 15]. To accelerate the training process, we lever-
age mixed precision training and automatic gradient scal-
ing [12], and train the whole model natively on GPU. Op-
timization is done using Adam [9]. Following [19], we use
different learning rates for the generator Ir = 0.001 and the
discriminator Ir = 0.005 and a batch size of 10.We train the
models for 100 epochs, which takes 10 hours on an NVIDIA
RTX 3060 GPU.

Loss Function We use the following weights for the loss
function: A¢ = 3,Aspec = L, Arough = 1,Aqaw =
0.2, Astyte = 0.25, Afreq = 0.2, Aeons = 0.3. For the style
loss function, we use the AlexNet variant of LPIPS [27], as
it provides a lightweight style loss which has shown success
on texture transfer [16].

2.3. Artifact Detection

The thresholds for each material map and the kernel size
for the uniformity metric have been optimized given a set of
102 manually labeled textures: ¢; (M) = 0.01, to(M;) =
1.41, t3(M;) = 1.33; t1(M,.) = 0.01, to(M,.) = 0.99,
t3(M,.) = 3.12. The size of the box filter is spox = 127.5.

2.4. Capture Details

We construct the training and testing dataset capturing
10 x 10 cm samples at 1000 PPI using an EPSON V850 Pro
on its defaults settings.

For the comparisons with previous work, we place the
fabric samples on a black surface. We use a Huawei Nova
5T smartphone, and capture the materials at two distances:
a close-up, capturing 4 x 4 cms at a distance to the sample
of 8 cms, and a full-size image, capturing capturing 8 x 8
cms, at a distance to the sample of 13 cms. We use ISO=50,
aperature of %, and a focal length of 26mm for every im-
age. For the two distances, we capture the material using
ambient illumination, with exposure times of 1—105 for the
full size and of %s for the close-up. We also capture the im-
ages using the smarphone flash lighting, with exposures of

4—105 and %5 for the full size and close-up, respectively.

2.5. Comparisons with Previous Work

We perform every comparison with previous work on a
RTX NVIDIA 2080, using the default configuration for ev-
ery method. However, for [20], we initialize the material
graph with a fabric material (fabric suit vintage)
provided in their repository, to better match our test data.
For [8], we use the fine-tuning configuration.
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Figure 1. Visualization of our dataset. We show the percentages of materials in our training dataset, including more detailed subcategories.
On their right, we show the average specular and roughness for every category. As shown, there are some structures with distinct charac-
teristics: Satins are highly specular due to the particularities of their yarns, and Piles (eg corduroy) or Plain Weave (eg linen fabrics) are
much less glossy. We exploit this relationship between microgeometry and specularity for our estimations.
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Figure 2. Visualization of some Ground Truth SVBRDF of the different families in our test set. Textiles have very complex and varied

microstructures which play an important role on their appearance at different scales.
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Figure 3. A full diagram of our generator, including layer sizes and output dimensions for each layer. For Self-Attention, we leverage

Linear Attention [22], we use a MobileVIT transformer on the bottleneck [

], Group Normalization [

] and SiL.U [4] non-linearities,

one decoder per output map and residual connections in every convolutional block. In red, we show the input/output dimensions (spa-
tial, channels) of each layer; in orange, we show attention modules; in blue, convolutional blocks and layers; in green, upsampling and
concatenating operations; in yellow, normalization layers; and in purple, regularizations and non-linearities.
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Figure 4. A full diagram of our U-Net residual discriminator, including layer sizes and output dimensions for each layer. We use a
CBAM [24] module on the bottleneck and Spectral Normalization [13] throughout the network and residual connections in every convo-
lutional block. In red, we show the input/output dimensions of each layer; in orange, we show attention modules; in blue, convolutional
blocks and layers; in green, upsampling and concatenating operations; in yellow, normalization layers; and in purple, non-linearities.
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Figure 5. Further qualitative results of our ablation study. In order, normals, specular and roughness maps. The attention module removes
artifacts.
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Figure 6. Further qualitative results of our ablation study. In order, normals, specular and roughness maps. The transformer module
enhances the normal map for the highly-structured rib fabric on the left.
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Figure 7. Further qualitative results of our ablation study. In order, normals, specular and roughness maps. The full model achieves the
most accurate and sharper results.
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Figure 8. Further qualitative results of our ablation study. In order, normals, specular and roughness maps. The transformer module and
the full model enhance the normal map for the highly-structured curdoroy fabric on the left.
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Figure 10. Further qualitative results of our ablation study. In order, normals, specular and roughness maps. The transformer module and
the full model enhance the normal map for the highly-structured curdoroy fabric on the left and the printed knit fabric on the right.
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Figure 11. Further qualitative results of our ablation study, for a suede leather on the left and a printed knit on the right. In order, normals,
specular and roughness maps.
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Figure 12. Additional results of our uncertainty estimation method. On the top, we show a beige rib fabric with gray metallic yarns. While
there is a low uncertainty for the beige yarns, the metallic yarns are harder to digitize for our model (we do not support metalness in our
material model) and it shows a higher uncertainty on those yarns. In the middle, we show a leather material with a very strong structural
pattern. Our model shows very low confidence for this material. In the bottom, we show a tartan fabric. Interestingly, our model shows a
higher uncertainty on the blue yarns, which are less common than the other yarns in the material.
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Figure 13. Additional results of our uncertainty metric. On the top row, we show a plot between our proposed render uncertainty cgrpr
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Figure 14. Additional results of our active learning experiment. From top to bottom, we show the renders of ground truth SVBRDFs,
the model trained on the 100% of the training data, a model trained on 40% of the training data available, selected following an active
learning approach using our uncertainty cprpr as guidance, and a model trained on 40% data, selected randomly. From left to right,
we show a very diffuse Chiffon fabric, a highly specular Shantung fabric and a Goat Leather material with very varied microgeometry. In
every case, our model trained on 40% of the data following an active learning approach obtains results which are very similar to a model
trained on 100% of the data. The model trained on randomly selected 40% data produces highly innacurate specularity and microgeometry
estimations.
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Figure 15. Robustness of our model with respect to hue changes applied to the input images. On the left, we show the input images, on
their right, the three estimated maps (normals, specular, roughness).
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Figure 19. Results of our method on datasets of previous work. On the top, we show the results of [8] on their own test set. Our method
provides sharper normals which better preserve the structure of the input images. On the middle, we show the results of our method on
synthetic rendered data from a material graph from [20]. Our method provides sharp normals for this synthetic image, which lies outside
the distribution of our dataset, composed exclusively of real images. On the bottom, we show an albedo and normals computed using
Photometric Stereo [25] for a captured BTF [23], for which our model also provides highly detailed results.
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Deep Inverse Generative Diff. Material Adversarial

Our Method

Rendering [5] Modeling [8] Graphs [20] Estimation [28]

Table 1. Comparisons of our results with previous work on images captured under different conditions, for a fartan fabric: On the first
rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 2. Comparisons of our results with previous work on images captured under different conditions for a curdoroy fabric: On the
first rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 3. Comparisons of our results with previous work on images captured under different conditions for a plain weave fabric: On the
first rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 4. Comparisons of our results with previous work on images captured under different conditions for a plain weave fabric: On the
first rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 5. Comparisons of our results with previous work on images captured under different conditions for a single jersey fabric: On the
first rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 6. Comparisons of our results with previous work on images captured under different conditions for a houndstooth fabric: On the
first rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 7. Comparisons of our results with previous work on images captured under different conditions for a satin fabric: On the first rows,
images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient lighting on
different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their metallic map
instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 8. Comparisons of our results with previous work on images captured under different conditions for a plaid fabric: On the first rows,
images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient lighting on
different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their metallic map
instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 9. Comparisons of our results with previous work on images captured under different conditions for a jacquard fabric: On the
first rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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Table 10. Comparisons of our results with previous work on images captured under different conditions for a single jersey fabric: On the
first rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient
lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.




Deep Inverse Generative Diff. Material Adversarial
Rendering [5] Modeling [8] Graphs [20] Estimation [28]

Input Our Method

¥ pu¥ _-“

.
Table 11. Comparisons of our results with previous work on images captured under different conditions for a suede leather: On the first
rows, images were captured with a smartphone using the flash image. On the middle rows, using the same smartphone with ambient

lighting on different scales. On the final row, a scanner image. Note that for [20] we use a fabric material for initialization and use their
metallic map instead of specular, that we do not estimate albedos and that the material models are not necessarily comparible.
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